





Abstract

We consider results from from a one year simulation in theofpsid area, produced by an
800- and 300- meter versions of the ROMS model. The two vessttiffer only in resolution
and grid orientation. Our objective is to evaluate similas and differences between the two
version. To this end we study current patterns, kineticggnkvels and last, but not least, particle
trajectories. By doing this we quantify the effect of an sesed grid resolution, enabling us to
assess what size resolution is required for simulationdeffjord dynamics. We find that a
higher skill regarding the representation of bathymetry enastal geometry in the model grid
enables resolution of smaller, stronger and more confindéésdcausing the higher resolution
model to be more energetic. Moreover, simulations in ardasrevthe two model grids display
diverging coastal geometry and bathymetry produce dingrgarticle trajectories. In contrast
simulations in more open regions where the relative diffeeein bathymetry is smaller yield
more similar trajectories. This conclusion is reached byodgposing the kinetic energy into a
mean and eddy part, and inspecting the eddy patterns of the\e find a correlation between
the spatial location of the eddies and the trajectoriestalée conclude, that it is not the effect
of resolution itself that is of major importance in the fjplait rather the implications it brings in
the form of enhanced bathymetry and coastal geometry. Sdinee more obvious findings are
that a more natural coastal geometry preclude/permitiodregectories. Moreover, the inclusion
of islands in the model domain obstructs eddy generatiahpasssibly cause island wakes.
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Chapter 1

Introduction

The Norwegian Meteorological Institute (MET) publishegan forecast on a daily basis, pro-
viding invaluable information to people all over Norway. i$is done via the use of numerical
ocean weather prediction (NOWP) models running on supepotens, solving the governing
equations of the ocean using numerical methods. Using atdrfohite difference approxima-
tion (FDA), methods as such the accuracy is determined bfirilte length or increment of the
spatial grid and time step used, most often referred to astidel’s grid resolution. Here we
investigate the effect of increasing the grid resolutiorewkimulating particle motion inside the
Oslofjord.

Until 2011 the operational ocean model at MET employed a edatnal grid with a horizon-
tal resolution of 4 kilometers. An ocean model with this tasion is able to capture large scale
patterns, but much of the ocean weather occurs on much sreedies than this. This is partic-
ularly true in the Oslofjord. The foremost discrepancy kedwthe ocean and the atmosphere is
the difference in the range of scales. In the atmosphere g@e pressure systems on the scale
of 500km with a lifetime of days. While the typical scale othueatures in the ocean would
be 10km with a lifetime, possibly approaching months. Thisaused by the big difference in
the inertial Rossby radius of deformation, particular ib-gpwlar and higher regions. Because of
this a global mesoscale daily ocean forecast model is stllanthin the realms of possibility,
due to limitations in computer capability. As a result, imggtechniques are used in which val-
ues from coarser grid ocean models are employed as bourataigd, enabling high resolution
simulations locally. Here we compare two models. One of tieanlocal area cut out of the
NorKyst-800 modeling domain.

The NorKyst-800 modeling system was introduced by MET in220490rKyst-800 is a national
ocean weather forecasting system, with a spatial resolofi@00 meters, based on ROMS (Re-
gional Ocean Modeling System). The system provides dargcfasts viewable at the web-page
WWW. YT . no.

From Vilhelm Bjerknes famous article published in 19&fefknes 1904), we know that the
guality of a weather forecast is linked up to two key compasenhose are the skill of the model
in emulating nature, and the quality of the initial condisogiven into the model to start with.
By increasing the grid resolution of a ocean model, we enabiere exact representation of
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1.1 The Oslofjord Introduction

sometimes complex bathymetry and the irregular coasthopefully increasing the model skill.
This is costly from a computational point of view, hence aearcmodeler only uses the grid
resolution necessary to properly simulate the featureshbatants to examine.

In addition to delivering the daily ocean weather MET is alssponsible for emergency tasks,
and has to produce forecast in short notice in the event cd@xdinary circumstances, like search
and rescue after people adrift at sea or oil spills. Accessviell-functioning modeling system
under such circumstances, might save lives and/or dectbasgamage done to nature. The
Oslofjord has been the victim of 2 major oil spills within thecent years, the “Full City” (Jul
2009) and “Godafoss” (Feb 2011) incidents. The availahilfta local high resolution model for
the area could have made the job containing the spills easier

This study focuses on comparing the results from two oceagtetso The mentioned local
version of NorKyst-800, and a second 300 meter version,l@sed on ROMS. These two ver-
sions differ only in resolution and model grids orientati@ur main objective is to consider how
differences in grid resolution expresses itself in terms of

e current patterns.
e developmentin kinetic energy.
e trajectories of particles (e.g. oil)

By doing this we will try to quantify the effect of resolutipand the effects that follow with it,
enabling us to assess what size resolution is requiredrfarlations of the fjord.

Figure 1.1 illustrates the achieved effect increasing tigergsolution provide. The figure shows
the representation of the Oslofjord by three separate mgaes. The grid to the left has a
spatial resolution of 4 kilometers, the middle 800 meterd e right 100 meters. For coastal
area forecasts the representation of the coastline playga tole, and looking at Figure 1.1
it would be naive to think that these three grids would yid¢ld same results for the region, in
particular regarding particle trajectories.

1.1 The Oslofjord

The Oslofjord is approximately 100 kilometers long, sthétg from the city of Oslo down to the
Feerder lighthouse (Fig. 1.2). It offers a complex bathygmétcluding a deep channel running
from the regions just north of Horten southwards towardgg8kak. This is the deepest feature
in the fjord, with a depth ranging between 200-450 meters fjdrd has small tidal variations,
and hence major forcings are the atmosphere, rivers, anidtéral boundary conditions. The
weather is found to be a decisive factor in deciding the bien@f the ocean in the region. The
natural narrowing at Drgbak splits the fjord into two maimtpaknown as the inner- and outer
fjord.

The area around the Oslofjord is the densest populatedragorway, and the biggest portion
dwells in the regions surrounding the inner parts in thedfjofhe fjord also holds several big
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-
10km 1I Okm 20ki

Figure 1.1: An illustration of the Oslofjord resolved in 3fdrent model grids. The resolution of
the grids are (from the left) 4 kilometers, 800 meters andrhéers.
Courtesy of Prof. Karina Hjelmervik, HBU

harbors, and as a result has the highest commercial trattieioountry. In addition, an increas-
ing amount of leisure boats is leading to an even biggerrstraithe recreational areas in and
around the fjord.



1.1 The Oslofjord Introduction

The Oslofjord
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Chapter 2

Theory

We consider the performances of two fjord models, and hengehrof the following theory is
on this subject.

2.1 Terrain following coordinate systems

We start by quotindsriffies (2004), page 121 “The choice of vertical coordinate is the most
important aspect of an ocean model’'s design. This choioagly prejudices the model’s repre-
sentation of various resolved dynamical processes andiets the details of how to parame-
terize unresolved processes”. We will now look into just vihig is the case, building much of
our discussion onGriffies, 2004).

The vast majority of ocean models uses either terrainisfiolig (o) -, pressure- or ordinary-
coordinates to describe the vertical position. Our fjorddeldbelongs to the class of terrain
following coordinate models, and hence we focus on this ofanodels.

The o-coordinate system was first presentedityllips (1957). It was designed for meteo-
rological purposes, with an emphasis on the Planetary moyridyer. It involves a coordinate
transformationz, y, z,t) — (2',y',0,t') wherezx’ = x,y = y,t’ = ¢, meaning that it is only
the verticalz-coordinate that changes during the transformation. Tledtoate transformation

for z look as the following:
zZ4+n

o= e (2.1)
Heren(z,y, t) is the displacement of the ocean surface with respecttd), andH (z, y) is the
ocean depth. At = 0 equation (2.1) yields = 0, and forz = —H we getc = —1. Using
the depth values of the differentlevels, the coordinate transformation, depending ondked t
ocean depth and surface displacement, creates an monotapjing between the(z, y, t) and
z values. However, in some special cases we might end upwitiues lacking this monotonic-
ity. This happens in regions where the ocean surface displegrhangs (i.e lapping backwards
extending over the lower ocean floor). When this is the casartbnotonicity is broken, and
hence there is no unique relationship between the two coatel anymore. This implies that
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2.1 Terrain following coordinate systems Theory

certaino values could be referring to multiple positions in spacénatdame time, rendering the
ocean model unable to utilize it for calculations. Note that problem is more theoretical, as the
smoothing procedure performed on model grids prior to satmamhs will remove such features.

The transformations ensures a free surface. For ocean smbdskd on an ordinary
coordinate system, the elevations of the ocean surfacenitet to the height of the topmost
grid cell. This is not the case for-coordinates, as the elevation in this case is “spread” &etw
all the differento-layers.

The transformation ensures that the line- —1 always equals to the position of the ocean floor,
a trait other coordinate systems liker p do not display. The much smoother representation of
the Ocean boundary layer (OBL) irvacoordinate system, makes it the ideal choice for investi-
gating near bottom dynamics.

However, looking at the oceanic boundary layer (OBL), staidd-coordinate models are pre-
sented with a problem. When moving away from the coast tosvdred more central region of
the basin, the vertical distance betweendHayers will typically increase, leading to a possibly
faulty representation of the OBL im-coordinate models. Iraidvogel and Beckman{i1999)

the authors present a solution to this problem, introduaingpre complex version of (2.1). This
equation makes use of two additional user predefined faetbich renders the modeler able to
increase resolution in certain regions (i.e Ocean bourldgey), making the problem a non-issue

2.1.1 The pressure gradient error

Gravity is defined as a vertical force, exerting a drag towd&tdrth’s center. In an ordinary
coordinate system the vertical direction is aligned with ginavity, resulting in a pure horizontal
pressure gradient. This is not generally the case foerc@ordinate system. The-lines are
created from the ocean depth and surface elevations, ciganggh both time and space, hence
the horizontal pressure gradient term im-aoordinate model is made up from two separate terms

V.p=Vep+ pgvaz (22)

Wherep is the pressure; the gravitational acceleration apdhe density.
The termV,p is the pressure gradient along theurfaces, whilegV , z, also called the “sigma
correction term”, stems from the relative difference betwéhez- ando-surfaces. The term is
typically small, but when approaching steep bathymetey (large relative difference between
the z- ando-surfaces), it can be on the same order as pressure graglientThis means that a
o-coordinate model, to ensure credible solutions, has tdheta represent both these terms in
a sufficient manner.
In regions with large bathymetry gradients and strongifitation (i.e high Burger number), the
representation of the latter term has proven to be a probMuoth research has been put into
the subject, and in the articeckmann and Haidvogé1993) the authors presented a solution
partially vindicating some of the problems. This articlegented the-value (also known as the
Beckman and Haidvogel number); defined as

_ [h =

r=- T (2.3)
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Theory 2.2 The First Baroclinic Rossby radius of deformatio

Whereh andh* is the depth of two neighboring wegrid cells, and) < r < 1 is a dimensionless
number. The--value yields information on the bathymetry gradient betwée two grid cells,
and to high values would indicate that a smoothing proced@itbe grid is required prior to
simulation. There is a lack of consensus regarding how Hghrdvalue of a model grid can
be.Beckmann and Haidvog€1993) operated with a-value of 0.21, and found that this greatly
reduced the error related to the pressure gradient.

There is also another problem associated with the pressadiegt when using-coordinates,
and that is cancellation. We mentioned tha¥/,z could be on the same size & p in the
vicinity of steep topography, but what we did not mentionhiattthe terms has opposite signs.
The subtraction of two large nearly equal numbers is a knowablpm in numerics, as it is
associated with loss of accuracy and hence errors.

2.2 The First Baroclinic Rossby radius of deformation

The first baroclinic Rossby radius of deformation is an esgleparameter in numerical ocean
modeling. The radius gives is a measure on the distance antwan travel before affected by
the Coriolis force. The value has a inverse dependence i@ahelis force, causing it to rapidly
decrease towards higher latitudes. Figure 2.1 gives astnition of this. Note the values for
regions around the Oslofjord is less than 10 kilometersedms of mathematics the first Rossby
radius of deformation can be written as,
C1

Lg; 7 (2.4)
wherec, is the phase speed of the 1st mode gravity wave faigdthe Coriolis parameter. The
phase speed is dependent on the stratification and the oep#n éxplaining the smaller vari-
ances in figure 2.1. The phase speed is a product of the Brais&M frequency and the scale
heightc = NH, showing the dependence on stratification. The theory isasound the
stratification to be constant in time, also causing, to time independent.

2.3 Energy

To evaluate the two model versions we investigate the lareztergy (KE). Specifically we split
the KE into its mean and eddy part. We consider the developaf¢he system, that is:

1
KE = §p0u2 (2.5)
wherep, is a reference density andis the horizontal current components. Note that we neglect
the vertical velocity component since this is much smahantthe horizontal velocities: is in
this case a daily mean, since we want to filter out the tidahtians from the currents.

fWet grid cells are all cells within the model domain, subtieddhe ones laying on land or placed at the boundary.
The values obtained in these cells are all calculated foenmtbdel itself.



2.3 Energy Theory

Baroclinic Rosshy radius of deformaotion
440 &0 ap 108 120 140 183 180 160 140 120 104 BO LN

e . . R T =

GO

20
40

&0

Lol
]

40 alal B0 100G 120 140 180G 180 160 1403 120 1040 B0 &D 40 30 2a

Figure 2.1: Figure showing the variations in the first baroet Rossby radius of deformation.
Figure taken fronChelton et al(1997).



Theory 2.3 Energy

Letu = u + u’ whereu is the average current defined as a temporal averagey’asdhe
deviation from the mean velocity. Then

1
KE = po(u? + 2au’ + u'?) (2.6)

If we average (2.6), knowing that = a and assuming’ = 0 we get with:

- 1 1 —
KFE = §p0ﬁ2 + §p0u’2 (27)
mean kinetic energy eddy kinetic energy
1
MKE =§p0ﬁ2 (2.8)
1 —
EKFE :§p0u/2 (2.9)
TKE =KE =MKE + EKE (2.10)

Note that MKE is the KE associated with the mean motion, wkikKE is a measure of the
variance in the currents. The definition of eddy and meanerctse is somewhat loose, as this
is decided by the time span the last averaging is taken over.
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Chapter 3

Method

3.1 The model fjord

Both versions of the Oslofjord model used here are basedeoRelgion Ocean Modeling System
(e.g.,Shchepetkin and McWillian{2005);Haidvogel et al(2008)) or ROMS for short. ROMS,
is a state of the art ocean modeling system that solves thadRksraveraged Navier-Stokes
equations. The model is hydrostatic and has a free surfacemploys a combination of an
Arakawa C-grid Arakawg 1966;Arakawa and Lampl977) in the horizontal andacoordinate
(Chap.2.1) in the vertical. Note that the model offers maheaaiced versions of thecoordinate
transformation, in line with the one mentioned at the end loer 2.1. These more complex
transformations make it possible for the user to increasevéhtical resolution in certain parts
of the water column. This will cause the model to make due Vather vertical layers, and
thus reducing the cost of computation. The system itselfalable for public use, and thus
used by many oceanographic communities. The system is ingpiteed with a C-preprocessor,
which enables the user to easily tailor his/her model sadufig intended use, before compiling
the system. The possible choices include among other twaigsus turbulence closure- and
boundary layers schemes, in addition to both a sea ice- amgystem module. For optimal
computer efficiency, the computational kernel separatedé#notropic and the baroclinic terms
in the governing equations, for so to advance them with idiffesize time steps. This is possible
because the stability constraint on the barotropic modeoiably higher than the one for the
baroclinic (Chap.2.2). This separation saves the moded fot of computations, as we do not
need to calculate the baroclinic parts with the same frecjuaa the barotropic.

The end result is a very flexible and robust system that cawbakied to fit multiple purposes,
and thus widely used.

For more extensive documentation on ROMS, the reader igeeféto the community homepage
(http://www. myrons. org).

Prior to the introduction of the NorKyst-800 systeAllfretsen et a].2011) MET used a 4 km
ocean model version of ROMS to obtain daily forecasts in tbeAlgian waters. An increasing
demand for higher accuracy and a more streamlined modelstgrs, birthed the NorKyst-800.
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3.2 Forcing Method

The modeling system is a joint venture between MET, IngitftMarine Research (IMR), and
the Norwegian Institute for Water Research (NIVA). It is éa®n the ROMS model, and model
especially for the Norwegian coastal waters. The systermaltaid resolution of 800x800 me-
ters, and its full bathymetry can be seen in Figure 3.1.

The modeling suite also provides full river and tidal foigior the same area, in addition to sev-
eral choices for atmospheric forcing. The system is fittetth wiuser-friendly interface, which
makes the creation of the forcing files and running simuretia trivial task. The NorKyst-800
system is as of this date (21.May 2014), the basis for melijglean forecasts, including those
used at MET'sowrht t p: / / www. yr. no.

The newer release of the NorKyst-800 suite (v2) also indulenodeling suite called Nor-
fjords. Norfjords is a tool designed for modeling smallezas with high resolution, making it
ideal for near-coast simulations. To run the applicatianuker has to obtain a high resolution
grid, and give in the location of the grid via latitude andddnde coordinates to Norfjords.
The application will then interpolate user specified fogc{atmospheric, tides, etc), created via
the NorKyst-800 main application down to this new grid. Thredcudere was also followed
in the creation of the majority of the forcing files for one afrdslofjord versions. Norfjords
offers a relative fast and easy way for creating local higlok&tion model versions, more or less
ready for simulation out-of-the-box. The use of Norfjorégjuires some technical insight into
the ROMS modeling system, and knowledge in the manipulatfdsetCDF files, but can be a
very powerful tool if mastered.

3.2 Forcing

ROMS is a regional ocean model (ROM), and as most ocean matklsks routines for cal-
culating dynamics not involving the sea. In a real case tleegternal factors would affect the
behavior of the ocean, and thus need to be included if onesviaiperform realistic simulations.
One good example would be wind blowing over the ocean surféde all know that this will
exert a drag on the upper ocean layer, producing a changéoicitye

Since ROMS is regional, it employs a lateral boundary at tigeeof the domain where the sim-
ulations are performed. At these boundaries the modef ta@hot calculate the development
of the different scalar fields, as it lacks input from the sunding areas. We still need values in
these cells to be able to conduct our simulations, and we2gbls by giving these to ROMS as
external forcing files.

ROMS can be told to run without factors like atmosphere reand tides, but will always need
a set of initial- and boundary conditions. All forcing fileeeaypically on the netCDF (Net-
work Common Data Form) format, a format widely used in botteumlogy and oceanography.
NetCDF is compact, simplifies exchange of model results ppstting multiple platforms, and
still enables the user to keep track of the content in an eagy w
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Method 3.2 Forcing

3.2.1 Atmospheric input

The unified modelQullen and Davie$1991)) or UM for short, is a numerical weather prediction
(NWP) system developed by the United Kingdom Met office ingéady 90’s. In the following
years many of the other national weather-forecasting agemclapted and refined the model for
their own use, among those the Norwegian Met office. The sysi&s its forte in being very
robust (i.e. usable over a wide scale of ranges), making iidelwused, and also earning the
model its name. The UM4km is a 4x4km model version based otutMenodel suite run by
MET, providing atmospheric model results for the area iesidd in close vicinity to Norway.
NorKyst (Chap.3.1) offers model results from UM4km as a pgmeschoice for the atmospheric
input in a ocean model, and this is what we chose to employimem model version.

3.2.2 Lateral boundary forcing

The Nonocur projectReged and Kristensgi2012)) was carried out by the Norwegian Meteoro-
logical Institute (MET) in collaboration with the Instiwibf Marine Research (IMR). They were
commissioned by Norwegian oil company Statoil to providghhiesolution ocean variables for
the North-Sea region for the year 2011 (fig.3.1), probablgannection with development of
oil-infrastructure in the region. The ocean model utilizedthis task was MET’s own modified
version of ROMS, NorKyst-800. For initial and boundary ciimehs the team used results from a
cruder configuration called SVIM. The system was set to ruthie period between 2.0kt 2010 -
1.Jan 2012, where the 3 months prior to 2011 were used to pgimeumodel. When preforming
a cold start (i.e. when the initial conditions used in the glald not strain from the model itself),
one might experience strong gradients in the model fielde Strength of these gradients are
depending of the differences between the initial condgiand models own equilibrium (they
are probably not equal..). To counteract biases createdibyit is standard procedure to run
a model for some time prior to simulations, making sure thatrhodel has “settled”, and thus
produce the best possible results for the wanted period.

Although originally meant to investigate the North-Sea Monocur model domain also covers
the Oslofjord (Fig.3.1), and thus the model results are asdabth initial- and lateral boundary
conditions in our two model version.

3.2.3 River and tidal input

The river forcing in NorKyst (Chap.3.1) is based on the riischarge model created y€ldring

et al, 2003). The model calculates the flux associated with a vivir respect to its catchments
and climatic input, making the fluxes exhibit seasonal vemmes. The full forcing set contains
river fluxes from a total of 249 rivers where 247 are Norwegiad 2 are Swedish. The flux is
modeled as a point-source placed at the land-sea interfabe model grid.

Our Oslofjord domain contains a total of 15 rivers. The magtble is Glomma, which has its
estuary in Hvaler at city of Fredrikstad. Other importamttcibutors are also Drammenselva and
Numedalslagen (Fig.1.2).
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3.2 Forcing Method

Figure 3.1: The area covered by the full NorKyst-800- (r)gahd the Nonocur bathymetry (left).
The coloring is depth depending.

The tidal forcing in NorKyst is based on TPXO7.26gbert et al, 1994;Egbert and Ero-
feeva 2002), a global inverse barotropic tidal model that cowkes8 largest tidal constituent
(Ms, S5, Noy K1, Ko, O1, P1, Q1). The original forcing file in NorKyst has values for the ampl
tude and phase for these constituent covering the entgeatiNorKyst domain. Depending on
region and time, the tides will often constitute a large jporbf the total dynamics in an ocean
model. Thus, it is good practice to verify that an ocean magleble to simulate the tides in
a reasonable way. This can be done via a harmonic analysieudin this procedure one cal-
culates the amplitude and phase angle of the different toladtituents using the model results,
and validate these against more credible data. The anaygreunded in the assumption that
total tide can then be expressed as the sum of a finite setudaos at given frequencies, that
is,

hiige = p SIN (Wint — Op) (3.2)

whereh;;,. is total tidal elevationg,,t the amplitude, and,,, the phase angle of the tidal com-
ponentm. At last, the we quickly mention the matlab tool T_tideagvlowicz et al(2002)).
This is a user-friendly and powerful tool, especially magdieifivestigating the tides in an ocean
model. The system takes in a time series of ocean heightwvalue fixed point, and from this
calculates the amplitude and phase angle of the most imydrtial constituents. This can be
used to verify/validate the model and/or to quantify the am@f energy in the model connected
to the tides in a fast and easy way.
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Chapter 4

Model Setup

We make use of two separate model ver-
sions, both based on ROMS (Chap.3.1). One
has a spatial grid resolution of 800 meters,
and the other 300 meters. Both model ver-=:
sions employ the same modules, and have the,
same forcing except for some minor differ-
ences explained in this chapter. The initialand ™|
boundary conditions values are taken from the»<
Nonocur (Chap.3.2) simulation, and for the ..
atmospheric forcing model results from the
UM4KM (Chap.3.2) NWP model was used.f™|
The versions differ in choice of time step, as =
the higher resolution in the 300 meter version ,,,|
requires a shorter temporal increment to re-
main stable. Thus the time step for the 300m ™|
version was set to 20 seconds, while the time »f
step in the 800m version is 40 seconds.
ROMS requires a set of parameters to be pre- o -
defined prior to the simulations. These were * > *  ™lgtdewen
set so they would match the Nonocur model

run for both versions. The parameters decifégure 4.2: The difference between the 800- and
the spatial distribution of the verticatlayers 300 meter grids. Here the bathymetry from the
(Chap.2.1), and for optimal performance the3P0 meter grid have been interpolated over to the
should match the values on the boundariggesh of the 300 meter grid and then subtracted.
Both versions utilize a third order upstream

scheme for horizontal-, and a fourth order centered in timgk gpace scheme for the vertical
advection of momentum and tracers. For the turbulence #dbe Generic Length Scale (GLS)
mixing parameterization was chosawdrner et al, 2005). On the lateral boundaries ROMS
operates with a set of boundary conditions for the diffesmalar fields. The most important
possibly being the radiation conditio®(lanski 1976), which is used in tandem with a nudging

300m - 800m interpolated
T T T -

£ —-100

-250
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Model Setup

300m grid 150m grid
r T T T T T —1° T T —°
b) [ = Position of chosen line for depth values C)
|50 —-50
—-100
Drabak sundet [ -te0
Svelvik verket| o™
7 ~-150
i B -200
=) =)
2 D 59.4
= po
@ o
S 59.4 - -250
S >
= =
g 3
— so3
-300
59.2-
-350
59.1
-400
59
-450
58.9 -
58.8
[ —— Position of chosen line for depth values |—————"""
L I = I I L 1 I . T : T . . I
- -500
96 9.8 10 10.2 10.4 10.6 10.8 1 1.2 9.8 10 10.2 10.4 10.6 10.8 " 1.2
Longitude (dea) Lonaitude (dea)
800m grid
T T T T T —0
a) 601 Position of chosen line for depth values
59.81
F 4-50
Drgbak sundet|
59.61-
~-100
>
S 504
@
k<]
=
<
g
-150
59.2
-200
-250

9.6 9.8 10 102 104 106 108 1 112 114
Longitude (deg)

Figure 4.1: The bathymetry of the a) 800m, b) 300m and c) 15ference grid. The red line
marks the location of depth values used in the Fourier arsalyi$e three names are locations
of special interest, where the two model grids deviatestlyreaform of bathymetry and coastal
geometry.
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Model Setup 4.1 The model grids

zone for all the three dimensional scalar fields. For moreifipaletails on the parameters and
modules used, the reader is referred to the Appendix (Apgrexd

4.1 The model grids

Our two model versions, naturally also employ two differgnts. The grid used in the 800m
version was made directly with the NorKyst-800 applicai{@Ghap.3.1), as a cut-out of the orig-
inal grid, while the refined 300m grid was obtained from NIVPhe difference between the
two are profound, in terms of bathymetry and coastal gegmelkence, a closer examination is
required before starting the actual experiment. In the @mpn we have also included a 150
meter grid (also obtained from NIVA), as a reference.

Figure 4.1 gives an overview of the bathymetry resolved endifferent model grids. First of all
we note the large differences in depth (most notably the marmi depth), between the coarse
800m- and the other two grids. The is most pronounced regomthe deep channel following
the middle of the fjord, and the sill located southwest of ldvapproaching the southern bound-
ary of our domain. Steep gradients may place unwanted @ntstion the time step and in worst
case cause the model solution to blow up. Because of thisstarsdard procedure to smooth
out the bathymetry in a model grid prior to simulation, whieii cause differences between the
real bathymetry and the final grid bathymetry. Higher resofugrids are able to keep a larger
portion of the original details, as an increased number iof ¢glls allows for sharper gradients.
This means that the grid resolution is a key factor for sirtioies in “rugged* regions (i.e. coastal
areas), as well as capturing the key features of the logales prerequisite for producing cred-
ible results. Small islands and tiny river- and fjord owglate simply smoothed out of the 800m
grid, a difference that probably will yield local differese between the simulations. In addition
to the mentioned smoothing, our grids have also been troyglo@dure where all horizontal
gaps (fjords etc.) have been made at least tvpmints wide, as ROMS has problems handling
one-point bays. This opens for the possibility of having imoin both directions at the same
height level, while also enabling the use of a larger tim@,sés the increase in volume will
weaken the gradients.

Figure 4.2 shows the difference in bathymetry between tlis grsed in the two different ver-
sions. Here a simple interpolation has taken place to moye88Om bathymetry over on the
300m mesh, and then these values are subtracted from eaah ¥btl see quite big disparities
all over the domain, with the a maximum of around 200 metezatkxd in the southern part of
the basin.

Looking at ther-value (Chap.2.1) for our grids, it is actually the 800m ghdt has the higher
numbers (tab. 4.1), despite the extensive smoothing appi¢his grid. We see that mean
values for all the grids are within acceptable ranges, mitahles displays a clear trend. A higher
resolution grid allow for a smaller-value, and hence a more accurate simulation. We mentioned
in our theory section (chap. 2.1) hawcoordinate models have a built in bias in areas of high
r-values, meaning that the two coarser grids, particuléwdy80m, may be prone for biases. In
regions with ar-value of 0.85, the mentioned effect of cancellation (CBdp.would be highly
relevant, resulting in a loss off accuracy, and local biasélse model scalar fields. There is no
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4.1 The model grids Model Setup

Grid | 150 meter| 300 meter| 800 meter

Wet grid-cells 168786 38485 4473
Averager-value 0.056 0.083 0.18
Maximumr-value 0.2 0.43 0.85

Table 4.1: Overview of the-value for the different grids.

Grid | 2As | 10As | Fourier
150m| 300m | 1.5km| 3km
300m| 600m | 3kkm | 6km
800m| 1.6km| 8km | 20km

Table 4.2: The Table yielding information on the wavelengtthe model grids. The fact@As
is the smallest wavelength resolvable in the model gridsys is the recommended value to
ensure clear signals; Fourier the lower limit waveleng#oheed in the transformation 4.3.

real consensus on the maximunvalue a grid can display, but values of 0.85, and even 0.43,
would by most oceanographers be deemed as high.

The red line in Figure 4.1 is plotted from a set of chosenudgtand longitude coordinates
(the same set for each grid), that were picked so that theMowgd coincide with the deeper part
of the basin in all of the grids. The depth values were takdratmng the line and plotted in the
upper part of Figure 4.3. Here the effects of the smoothingxesseen clearly, examining the two
extremes of the plot. The smooth curve from the 800m grid thedanore rugged curve spawned
from the 150m grid. The mentioned difference in maximum Hddptalso shown well here.
Turning our attention to the bottom part of Figure 4.3, whidmtains a Fourier transformation
of the values from the top panel. The depth the line represgtite 300m grid seems to coincide
well with the 150m grid, thus one can believe that they botht@iom approximately the same
amount of the longer wavelengths. Inspecting the bottonh Wk see that this is clearly is
not the case. Already at approximately~ 15000m the 300m- has fallen way off the 150m-
transformation. The 800m grid seems to have an even hamdery tesolving waves only smaller
than\ ~ 20000m. Table 4.1 shows an interesting observation. Whamigng current events
(i.e. eddies, jets, meanders) it is recommended to at Ieaglog a grid resolution 10 times
larger than the object in question, to ensure a clear siginam Table 4.1 we see that the Fourier
transformation, only yield clear signals when approachime0A limit. This is worth noting,
as it implies that the ordinarl0A recommendation is insufficient in the Oslofjord area.

Here we also note that the fact®As, also known as the Nyquist frequencghannon1949)
places an upward constraint on the wave numbers included.ig bf course also the case for
our other grids, but this was cropped to increase view4gb{Dur model versions cannot resolve
wavelength smaller than the Nyquist frequency, so when thew reaches these scales, they
need to be handled by other means (i.e. diffusion).
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4.1 The model grids
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4.2 Locations of special interest Model Setup

4.2 Locations of special interest

Until now we have looked at the broader picture of the bathyyni& our two model grids.
Closer investigation also reveals large local differenneastal geometry at certain locations.
This may affect the model dynamics substantially, and moreprehensive examination of the
grids might help us explain model results later on. It alsovjgtes an good illustrations of the
effects an increase in grid resolution might prove to have.

4.2.1 The Drgbak strait

The Drgbak strait is centrally placed a bit north of the cemméoth of our grids. All objects need
to pass trough here to reach the city of Oslo and the surragradieas, making it a key location.
Looking at Figure 4.4 we see that only one big island (Hagyagsolved by the 800 meter grid,
while the 300 grid in addition to this also contain 3 smaldands and several promontories. It
is likely that the small cluster of islands seen in the 300rd gould work as a natural barrier,
affecting both fluxes and particle trajectories. Takingthai$ into account it would be naive to
exclude the possibility for substantial differences betwéhe two model versions here. The
difference in width could cause difference in current sgaadhe region, in addition to creating
a diverging potential for having particles passing to thaist

The islands removed from the 800m grid are in them themséligesnough to be resolved, but
their placements near the coast combined with thewoint spacing requirement originating
from ROMS, results in them being removed. We briefly mentibtinés requirement in Section
4.1. There we based our arguments for performing this prgeeoh an increase in stability and
allowing for a longer time step. In addition, to the possipibf having fluxes in both directions,
at the same-level and time frame. But what do we lose? Our goal is to mittnécreal physical
processes in an area, and hence this kind of trade-off is @ydilemma for modelers. We
want our models to simulate nature in a realistic mannerhamde wish for the bathymetry and
coastal geometry to be as near true values as possible. Aathe time we have to consider the
limitations presented by computer power, and based on kdese our resolution, both spatial
and temporal. The differences between our two model gridsnihates this trade-off in a good
way. With respect to computation time, an arbitrary modeplkaying the 800m grid would be
distinctly faster than one based on the 300m grid, but therlatould both have a higher potential
for producing credible values and capturing small scalesadcs. Ocean models are tools, and
a skilled oceanographer must know what tool to choose fotasieat hand.

4.2.2 Svelvik-Verket

Investigating the waters in and around the Drammensfjogl &5), reveals differences between
the two model grids. The natural breakwater in the middlehef Drammensfjord where the
small town of Verket is situated, is completely removed fritma 800m grid. In the 300m grid
this feature is present, and this discrepancy might proyeeld big differences in the dynamics
in the area. The narrowing created by the breakwater is ilitygast over 200 meters wide,
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Figure 4.4: The two model grids in the area around the Drgbak.s

again meaning one would need a 100m grid to properly resthand at the same time fulfill
the twop-point spacing requirement. The local current in the areapk as the Svelvik current,
is the strongest currents in the Oslofjord. The combinadiostrong currents and discrepancies
between the model grids makes this a location of specialdsteand hence should be followed
closely. The Svelvik current is heavily based upon tidesclkehe model versions skill in this
department is crucial to be able to reproduce this featuaeproper way.

4.2.3 Hvaler

Finally we take a closer look at the Hvaler archipelago &), an area that consist of several
(hundreds) of islands in all shapes and sizes. This aressdffefar the most complex coastal
geometry in the Oslofjord. As reveled by Figure 4.6 the grelago is reduced down to a total of
7 islands (2 big and 5 small), in the 800m grid. The 300m gridhisirally more realistic, but even
this does not capture the full extent of the complex coastahgetry in this region. Looking at
Figure 4.6, focusing on the area around the leftmost islgastéray Fig. 1.2), the reader should
take a special note of the western passage on the north siblis edland. In the 800m grid this
has been "opened” up via the twepoint spacing requirement, creating a new easy-to-access
waterway out of the region. Combining this with the notabbean currents induced by the
outflow of the river Glomma in the Fredrikstad region, oneldaxpect pronounced differences
in the area, an assumption substantiated by the shear awfastands and possible waterways
in the region. For the 300m grid the two passages to the seeth fike the most natural way for
the vast bulk of water to exit the archipelago, while we inecatthe 800m grid might expect a
more dominate westward flux.
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4.3 Forcing; some minor differences

We mentioned in the start of this chapter that there are sama# differences between the forcing
used in our two model versions, and before looking at theltseBom the control run, we would
like to elaborate some more on these.

e The model versions use the same atmospheric forcing, UM@kmg.3.2), but in the case
of the 300m version the wind-vectons éndv) had to be rotated. This was required since
the grid used by the 300m version differs in its definitionhef tateral directions, both with
respect to UM4km and the grid used by NorKyst-800 (chap..3/M¢ also encountered
problems with ROMS grabbing atmospheric values from thengrpositions in case of
the 300m version, a problem probably connected with thesidiffce in grid resolution
between our two versions. This was solved via a direct inletpn of the atmospheric
forcing over to the 300m mesh. These procedures could cause differences between
the versions, but they are presumed to be small.

e The creation of the river forcing file is closely linked withet model grid contained in
the NorKyst-800 application. However, the 300m versionasda on an entirely different
grid, making the automated procedure in NorKyst-800 a nabtg option. We therefore
had to create the river forcing via partly self-made codeictvicould cause the effects of
rivers to vary between the versions.

The total volume fluxes of water released are the same in lithie ¥ersions, but the exact
location of the river outlets will vary some since the outias to be specified in a single
u or v grid-point (depending if the outlet has a north/south ot/esst direction). Since
the point source consists of a single grid cell, the currast®ciated with river fluxes will
have a higher maximum value and be more confined in the 300siover

e The position of Mosseelva differ between the grids. Thidesady depicted in Figure 4.7
showing the surface salinity for the different versionstia 800m version the estuary is
south of the city Moss, while it is situated to the north of they, inside the bay called
Mossesundet, in the 300m version. The latter placemeneisdirect one, but one could
argue for the former as Moss is separated into two parts byal.c&his canal is only 30
meters wide, and thus too narrow to be resolved in any of agives. The easy solution is
to split the river flux associated with Mosseelva into twoasege parts, but as this problem
was noticed at a late stage in the study it was left unchanged.

4.4 Verification

To evaluate the performance of the two model versions, ara@lontn was first performed. A
one year test run spanning between 31.0kt 2010 - 30.Okt 2@té earried out, and the results
were then compared to the values from the Nonocur (Chapst@)lation for the same time
period. We see from Figures 4.7-4.9 that the two model vesstio a reasonable job for the
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Model Setup 4.4 Verification

large scale patterns in the domain, but there are someethifes between our two versions and
the Nonocur results. The 800m version does the best job éimyildonocur, but as both these
origin from the same grid this is no surprise. Both modelsasse slightly from the Nonocur
results in the area approaching the southern boundary, senaiion that can be explained via
the nudging/nesting zone, which ROMS utilizes. The zonesist® of the 15 grid-points near
the boundary in question, and here the different scalarygshed” towards the values received
via the lateral boundary condition, to avoid steep gradieihe boundary in Nonocur is placed
way out in the Norwegian sea, and thus it is natural to expedesome deviations between our
model versions and Nonocur near the boundary.

Looking at the areas inside both the Drammensfjord and xa@have big disparities between
the versions. That our 800m version also deviates from Namimcsuch extents is probably due
to differences in the tidal forcing in the version. The icteainge of the water in these inner parts
are heavily tidal dependent, and as our two model versioasansther tidal forcing file than
Nonocur, this could cause some of the differences.

We note that the majority of the unsimilarities between Namr@nd our 300m version are found
in the three locations of special interest, an observaliahdubstantiate many of the assumptions
made earlier. With enhanced resolution comes a more nato@atal geometry and bathymetry,
which according to the figures, do affect the model dynanmWs should keep this in mind when
embarking on the patrticle trajectories, as the differemcgyinamics also should lead to differ-
ences in the trajectories.

Investigating the Hvaler archipelago we see that the assangfrom the previous section seems
correct. The 300m version has dominating southern curesnthis is the most accessible wa-
terway out of the region. In 800m version the current has nob@n even split, as the current
induced by Glomma is weaker, and all three pathways out ofég@n is evenly accessible.
In addition we also have some deviations between Nonocutre800m version in this area.
It looks like the outflow from the river Glomma is modified, whiin turn results in sending a
larger portion of the river flux into the inner parts of theiggg Modifications to the river module
may have been done, providing us with this difference. TveriGGlomma is the longest river in
Norway, and the water-flux associated with it is by far thgéast in our river forcing data-set,
hence even small changes involving this river could leadfferénces locally.

For the area in and around Svelvik we see differences in igdhmity at the estuary of the fjord.
This is probably due to the less saline water originatingnfrovers inside the Drammensfjord,
being advected more effectively in the case of Nonocur ard00m version (see Fig.4.9 and
4.8). The 800m grid used in these does not include the braekabaVerket, which apparently
allows for higher current velocities out of the fjord. Botiet800m version and Nonocur exhibit
a strong surface current (larger than 0.2m/s), a propee\8@®m version is unable to provide.
The lack of this dynamic in the 300m version points towardwer interchange of water, and
hence goes a long way in explaining the higher salinity cotreéon in the estuary of the fjord.
For the waters around the Drgbak strait we actually see geseinblance in all 3 models. The
somewhat higher saline concentration in the inner part@fijtird for the 300m version, might
also here indicate a more effective interchange in Nonondrthe 800m version. A feasible
assumption, since the grids allow for easier access to ttex parts of the fjord.
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4.4.1 Tides

One of the biggest uncertainties for both model versionseevwennected to the tides and the
versions ability to properly simulate these. The tidal fogdiles created by NorKyst (Chap.3.1)
utilized in early test runs, resulted in recorded tides wagraneasured levels. This was not
caused by the quality of the input data, but the interpataioocedure used in the creation of
the files. The NorKyst-800 modeling suite is intended fordations of large domains, and
these typically have their physical boundary placed fariouhe open sea. By placing the
boundaries to close to shore the interpolation procedwkelgd onto onshore values, resulting
in a performance-wise poor end result. Harmonic analyseadfy simulations done via t_tide
application (Chap.3.2), showed a doubling of the tidalatgoins (primarily thel/, constituent)
at the measured station of Viker. To resolve this problemtiee original forcing files were
replaced with new files acquired from NIVA, in which a moretable interpolation technique
had been used. With this new forcing the tidal componentshehmore natural values, as both
models went from grossly overestimating the tides, to plaea-self in the vicinity of measured
values. Looking afl/, constituent for the station at Viker the 800m version hasesbround 3
cm under the measured levels, while the 300m version overatst by roughly the same value.
Taken into account all the different tidal constituents 30@m version yields the better results
of the two, and both versions shows an increase in the prediskill as the simulations moves
forward in time. A more in-depth discussion of the tides im mwdel versions and results from
harmonic tidal analysis, is found in Appendix B.

The purpose with this verification was to check that our mededions were able to produce
credible results, and the fact that there were some difteebetween Nonocur and results ob-
tained should not be to discouraging. The results obtaireed both versions are all well within
the realm of possibility, and the differences between thisiwas and Nonocur all fended for in a
sufficient manner. This means that analyzing the output flemodel versions is a task worth
doing, and thus we move on and start our trajectory expetsnen
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Chapter 5

Results

5.1 Kinetic energy

A direct comparison of the kinetic energy (KE) in our two mbesrsion could be highly deceiv-
ing, as the model grids do not cover the same areas. To enafflesomparison we decided to
overlook contributions in energy from areas not shared bygtids, and as a result the regions
south of Hvaler and Vestfold are removed before calculatpmesented in the upcoming figures.
The removal of the region south of Vestfold has an enjoyatnle sffect. This location mark
the start of the Norwegian Coastal Current (NCC), a featle@rly seen in figure 4.9. With this
big mesoscale feature removed, the remaining eddies itis&dgord will now contain a larger
portion of the total energy. This will again result in a sigensignal, easing our job investigating
these features.

Still, the difference in bathymetry and coastal geometryegiuse the versions to differ in terms
of volume (about 17%), in favor of the 300m version. The adddl volume in the 300m grid
consists mainly as a mix of deep ocean, smaller fjords aner otlyged coastal features. These
are regions typically associated with a small KE, and hehseamed most fair to present the
energy budgets for the whole domain (Fig.5.2-5.3) shownegidtal energy, and not energy per
cubic meter.

The KE is calculated from daily andv estimates, following the calculations presented in
Chapter 2.3. The signal from the tides would pollute thedated values. We mentioned the
difference in tidal variations between the grids in Chagtdr, meaning that using unaveraged
values also would skew the energy budgets in the 300m vex&wor, as this overestimates the
tides most. To perform the energy calculations with “detidevalues is therefore preferable,
and the measure of doing a daily mean will filter out the majaf the tidal variation.

To quantify the model results we decompose the energy intean(MKE) and eddy (EKE)

part, with values averaged over 21 days as outlined in Ch&8 The act of choosing the
actual time-span to average over is an art in itself, ancetiveare some trial and error involved
before ending up with the 21 day value. One could argue fornaesdhat shorter averaging
period, trying to maximize the differences between our twadei versions. The 300m version
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is believed to sustain more short lived sub-mesoscale gdaliel with a shorter averaging period
these would yield a clear signal. In contrast, in the artiR#eed and Fossui2004) the authors
utilized an averaging period of 30 days for investigating@krak and the North Sea with good
results. The waters in Skagerrak and the North Sea displag foag lived mesoscale eddies
than the ones inside the Oslofjord, which are submesosddie® Hence we ended up with the
somewhat shorter averaging period (21 days).

In addition we picked out 4 specific locations (Location 1ig¢ 5.1). Here we examined the
surface values for TKE, MKE and EKE, and plotted these asiasartime.

5.2 Results in terms kinetic energy

The panel in figure 5.2 shows the inherit TKE in both model & during the full simulation.
Looking at the volume plot (b) we see that the 300m versiortaos roughly 17% more water,
somewhat hampering the direct comparison in panel a. Wehsg¢he difference in TKE be-
tween the versions is small, with a slightly higher amourthim 300m version. However, there
are exceptions to this. Looking at the TKE values around @&#vie see that the TKE inherent
in the 800m version is notable higher than the one in the 308sion. Looking at Figure 5.3 we
should note several things. First, both versions has a haheunt of inherent EKE than MKE.
Second, the 300m version seems able to resolve more of the cuegents in the Oslofjord.
Looking at day 137 we see that the excess amount of TKE cansistly of EKE.

*An average over a lunar day (24 hours and 50 minutes) would haen more appropriate, but the temporal
sampling rate of the results did not allow for this.

30



Results 5.2 Results in terms kinetic energy
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Figure 5.1: The location of the 6 different scenarios in Whi@grangian drifters are released,
in addition to the placement of 4 chosen locations where vigaite a closer look at the kinetic
energy levels later on.
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Figure 5.2: Panel a) shows the averaged TKE for both modsioms as a function of time.
Panel b) shows the amount of water contained in the simulsitioelping us interpret the results
for the volume averaged kinetic energy. Day 1 correspondsk82010. We have used a 21 day
average to calculate the values resulting in the missingegdfor the 10 first and last entries.
Panel c) gives a more detailed view on the early developnmetita KE in the versions, giving
insight into the length of the spin-up period. This plot iséd on unaveraged model results with
a 5 minute spacing, and hence also include tidal effects.

32



Results 5.2 Results in terms kinetic energy
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5.2 Results in terms kinetic energy Results

Figure 5.4 shows the spatial placement of the TKE eddies ih bersion domains. We see
equal patterns between the two versions, but the 300m vehsie sharper and more confined
eddies. The 300m version also has more eddy activity in tliell@regions of the fjord, where it
displays pockets of high TKE. We also have differences aagmtwith Glomma and the Drgbak
strait. Finally, we see that the sill just east of the deepain the southern region of our domain
yield large differences. This can be seen as a pocket of lo& iFkthe 300m version. The sill
has been smoothed away from the 800m version (Chap.4.1gettars version lack this low
TKE pocket.

From Chapter 2.3 we know that combining Figures 5.5-5.6 r@8ult in Figure 5.4, which look
to be correct. For MKE both versions have the same patteutsplrase of the 300m version
they are stronger. The 300m version displays a steady meeentjust south of Hvaler and in
the Drgbak strait.

The EKE shows many of the same patterns as the TKE, as we sédilsmments of EKE spread
around the central region of the fjord. We should also natdotind of EKE to the north and west
of the island Eldgya (Fig.1.2)

Figure 5.7 covers the period around day 137. We see incremsdactivity all over the model
domains for both versions, particularity in the southegior. The mentioned sill seems to yield
an even larger impact in this period. The 800m version is &b&upport strong eddies over a
larger part of the southern domain, explaining why it is trestenergetic for this period in time.
In the 300m version we see very sharp and confined eddiesalipder the structures around
Eldgya.
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Total kinetic energy (TKE) in the 300m version Total kinetic energy (TKE) in the 800m version
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Figure 5.4: Yearly averaged TKE as defined in (2.7) and (Zd:0%) 300m- and b) 800m ver-
sions. Areas not common for both grids are removed to easmthparison.
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Mean kinetic energy (MKE) in the 300m version Mean kinetic energy (MKE) in the 800m version
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Figure 5.5: As Figure 5.4, but showing the EKE as defined @)(2.
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Eddy kinetic energy (EKE) in the 300m version; (Day 135-140) Eddy kinetic energy (EKE) in the 800m version; (Day 135-140)
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Figure 5.7: 5 day mean (Day 135-140 in simulation) averag€d Bs defined in (2.8) for a)
300m- and b) 800m versions. Areas not common for both grielseanoved to ease the compar-
ison.
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In Figure 5.8 we see eddy activity in both versions, but then3@ersion has the higher
values. We also note the spike in EKE happening around rurtibgfwell with observations
from Figure 5.7. We see some resemblance between the ateraspinds and TKE, but not
enough to claim a correlation. This especially during ruiMhere we have almost no winds,
and high eddy activity in the area.

Figure 5.9 is placed to the north-west of Eldgya. The 800miwarhas problems resolving any
mean currents in the region, while the 300m version is abkaitoat certain periods of time.
Here we might be able to claim a correlation between the wamdsTKE, but is still a very weak
link. Again we note the period around run 1 were we have highrgias and small winds.
Figure 5.10-5.11 should be considered in tandem as theg semery specific purpose. The
island of Mglen (Fig.1.2) is not resolved in the 800m vergjoid, and by investigating Figure
5.10-5.11 we can quantify the island effect on the local dyica in the area. Close to the island
(Fig.5.10), the 300m version has small values of TKE and wogeizable current patterns. In
contrast, the 800m version is able to resolve much of therjes as it displays relatively large
values for both MKE and EKE. We also see that the wind is wesk#ris region.

In location 4 the 300m version is able to resolve more of theadyics, and both versions yield
similar graphs for the area, with slighter higher valuestfe 800m version. Implying that in
island in the 300m version grid could be obstructive for teagration of larger eddies.
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Figure 5.8: Surface kinetic energies for location 1 as ationof time for the whole simulation.
Day 1 corresponds to 31.0kt.2010. We have used a 21 day averaglculate the values, result-
ing in the missing values for the 10 first and last entries. flbéalso includes the atmospheric
wind speeds at the same position to check for possible ebiwak. The plots is showing the
following: a) TKE, b) MKE and c) EKE.
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Figure 5.9: Surface kinetic energies for location 2 as ationof time for the whole simulation.
Day 1 corresponds to 31.0kt.2010. We have used a 21 day averaglculate the values, result-
ing in the missing values for the 10 first and last entries. flbéalso includes the atmospheric
wind speeds at the same position to check for possible ebiwak. The plots is showing the
following: a) TKE, b) MKE and c) EKE.
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Figure 5.10: Surface kinetic energies for location 3 as atfan of time for the whole simula-
tion. Day 1 corresponds to 31.0kt.2010. We have used a 21\@agge to calculate the values,
resulting in the missing values for the 10 first and last estriThe plot also includes the atmo-
spheric wind speeds at the same position to check for pessibielations. The plots is showing
the following: a) TKE, b) MKE and c) EKE.
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Figure 5.11: Surface kinetic energies for location 4 as atfan of time for the whole simula-

tion. Day 1 corresponds to 31.0kt.2010. We have used a 21\@agge to calculate the values,
resulting in the missing values for the 10 first and last estriThe plot also includes the atmo-
spheric wind speeds at the same position to check for pessibielations. The plots is showing

the following: a) TKE, b) MKE and c) EKE.
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5.3 Particle trajectories

To investigate the behavior of particle trajectories in uw different model versions, a simple
experiment making use of Lagrangian drifters/floaters veaifopmed. The drifters were released
from stationary points into our two model versions, andrth@vement was then tracked to look
for possible differences.

The experiment was conducted with the aid from a built-in mledrom the ROMS hierarchy
named FLOATS. Here the user specifies where and when he/sitdlveafloats to be released,
via a text-file given to ROMS as input prior to the simulatiomaking it an onlineonfiguration.
The module also offers several advanced options, as it stgpoth Lagrangian-, geopotential-
(z = const) and isobaricf = g * (z + ¢) = const drifters. For this experiment we elected
to use the Lagrangian floaters. The floats do not interferle mibdel dynamics (i.e. act like
passive tracers), meaning it will be advected only dependimthe currents in the grid cell it is
currently residing. The release position for the drifteeswgiven as a set of latitude/longitude
values, ensuring that the drifters would originate from ¢xact same location in both model
versions. All drifters where released at the ocean surface () or = = 0 + (). We selected 6
separate locations throughout our domain, all associaitdckvdifferent scenario, which were to
used as points of origin for the drifters. The different so@mlocations (numbered from 1-6) is
displayed in Figure 5.1.

Scenario 1is situated near the Faerder lighthouse, and was primafiégcteel because of its central
location in the lower part of our domain. The verification rslowed some differences
between our model versions in the area, and the currentrpsitteere is generally well
known. The region also marks the start of the Norwegian @Gb&strrent (NCC), a strong
and stable current that can be traced along whole the Noawegiast.

Scenario 2 is placed between the two islands of Asmalgy and Kirkegy endbuthern part of the
Hvaler archipelago. The Icelandic freight ship Godafosstvashore on a small islet at
this location February 2011, causing a major oil spill. Th#t ghattern of the oil spill
created by the incident is generally well known. As a regbkl,location was chosen out
of curiosity, checking if the model versions could recreagmilar pattern.

Scenario 3 is located well within the Hvaler national park, a regionefally reviewed in the previ-
ous chapter. The area showed large differences in bothatagsimetry and bathymetry,
causing deviating results in the verification run. Thus & @ime location to illustrate the
difference between our two model grids.

Scenario 4 is located just outside the Esso’s refinery at Slagentan@kis. is a very busy port, with
several ships docking on daily basis. As a result this locakiave a high potential for
accidents, and was thus chosen.

Scenario 5is more of a thought experiment. The Bastay ferry runs batwke cities of Moss and
Horten, and this scenario is based on the ferry encountgnaglems (i.e. capsizing,

*c
*This means that the trajectories is calculated at the saneeas the other scalar fields.
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Run no.| Start datel End date

1 11.feb | 11l.mar
2 11.may 9.jul
3 1l.aug | 9.sept

Table 5.1: Overview of the time span covered by the differens. All dates are in the year
2011.

engine problems, etc) midway in the crossing. The placemégitt seem somewhat near
scenario 4 and hence redundant, but the location has proyawirit out some interesting
differences between the two model versions in our upconxpgements.

Scenario 6 is placed in the inner parts of the Oslofjord, in the neamitgiof Oslo. This is the densest
populated part of the fjord, and in addition we do not havea@thgr scenarios nearby.

The floaters were released over the 3 separate periods indgsnee from now on will refer to
as runs. An overview of these are presented in Table 5.3. éstart of each run, the model
versions were programmed to release 24 drifters in all stef@cations. These were reals ed
with a 5 minute spacing, making the total release time 2 hours

Run 1 was placed in time so it would contain the date for theaBuss$ incident, and the other
2 runs were then set to take place 3 and 6 months after this.eXduet dates of the latter two
are arbitrary, but a big spread between the dates was méfsorthe experiments would cover
different seasons. The start date for the actual simulstimere in both model versions set to
the same date used in the verification, 31.0kt 2010. The aypiarrent speeds and the size of
our domain, would suggest that a spin-up time of about 3 dayddwbe sufficient, and probably
required for the 300m version only. The 800m version sharest of its traits with Nonocur,
including the grid resolution, making a spin-up procedueediess here. However, the long
period prior to the first floater release can also be arguedifoanother factor. In Chapter 4.4
we discussed the tides, and we mentioned that the modebwerprediction skill with respect
to these increased as we moved further out in the simulafibrs could point towards using a
relative long time period prior to the runs, ensuring the pessible model performance in both
model versions during the experiments.

5.4 Results in terms of particle trajectories

We look at scenario 1 during the 2nd (Fig.5.12] and 3rd rug.@=12). The trajectories taken

in the 2nd run is almost equal between the versions. Thecpegtstay in relative open waters,
traveling southwards approaching Skagerrak, and exit tndahdomain in a matter of days.

For run 3 the versions yield more diverging results. Herdltiags drift westward. When reach-

ing the southern tip of Tjgme the floats in the 300m versioradrected towards shore, entering
the archipelago. In contrast, the drifters in the 800m wersitay collected, exiting the domain
after just over one day. An interesting thing to note hereow tthe trajectories in the 800m
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version start to merge just prior to exiting the domain, @ading a dominant mean current in the
area (NCC).
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Figure 5.12: Lagrangian drifters trajectories for scemarduring the 2nd run for a.) 300m- and
b.) 800m version. Each line represent the trajectory of glsibagrangian drifter, and their color
coding changes with respect to the number of days spent kyrifer in the domain relative to

the release-time.
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Scenario 1-300m
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Figure 5.13: Lagrangian drifters trajectories for scamarduring the 3rd run for a.) 300m- and
b.) 800m version. Each line represent the trajectory of glsinbagrangian drifter, and their color
coding changes with respect to the number of days spent kyrifer in the domain relative to

the release-time.
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Moving on to scenario 2. For the 1st run (Fig.5.14) we agaiseole diverging trajectories
between the model versions. In the 300m version the driftersdvected towards Skagerrak, as
soon as they reach more open waters. In contrast, the 80Gmone@lisplays movement straight
over the fjord. Both the time and place for this figure coirsidvith the date of the Godafoss
incident, and the 800m version is actually able to produe®lar current patterns to those that
was recorded during the accident.

For run 3 (Fig.5.15) we start with similar trajectories. Hawer, when reaching the northwestern
tip of Vestergy the drifters in the 300m version start to adreut considerably. In the 800m
version there is hardly no spread, as the vast majority odltiiters ends up going westwards.
Figure 5.16 can be somewhat deceiving as it can look likelteagectories in the 300m version
coincide with each other. This is not the case. The driftacs g going ashore on the eastern
side of Vestergy and the majority stay trapped there througthe run. For the 800m version we
see a more westward tendency. About half of the drifters gebsre on Vestergy and the other
half exit the archipelago via the western channel.

For the 3rd run (Fig.5.17) the versions yield highly diffiereesults. Here the drifters in case of
the 800m version, are all able to exit the archipelago viasthghern channel. When reaching
open ocean we note a large spread, indicating eddies in ¢lae Hiowever, in the 300m version
all drifters are advected northwards, stranded east ofrikisgdd.
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a' Scenario 2 - 300m
Run 1
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Figure 5.14: Lagrangian drifters trajectories for scem@rduring the 1st run for a.) 300m- and
b.) 800m version. Each line represent the trajectory ofglsibagrangian drifter, and their color
coding changes with respect to the number of days spent kyrifer in the domain relative to

the release-time.
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Figure 5.15: Lagrangian drifters trajectories for scam@rduring the 3rd run for a.) 300m- and
b.) 800m version. Each line represent the trajectory of glsinbagrangian drifter, and their color
coding changes with respect to the number of days spent kyrifer in the domain relative to

the release-time.
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Scenario 3 - 300m
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Figure 5.16: Lagrangian drifters trajectories for scem&rduring the 1st run for a.) 300m- and
b.) 800m version. Each line represent the trajectory of glsinagrangian drifter, and their color
coding changes with respect to the number of days spent kyrifer in the domain relative to

the release-time.
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Figure 5.17: Lagrangian drifters trajectories for scam8rduring the 3rd run for a.) 300m- and
b.) 800m version. Each line represent the trajectory of glsinbagrangian drifter, and their color
coding changes with respect to the number of days spent kyrifer in the domain relative to

the release-time.
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Looking at Figure 5.18 we see that the model versions yigliedtories in the opposite
direction. In the 300m version the trajectories leads ouheffjord, towards Skagerrak. When
reaching the more open ocean they seem to caught up in an daidg, a twirl before begin
advected out of the domain. On the other hand the 800m vedssphay northward moment,
through the Drgbak and into the inner Oslofjord.

For the 1st run at scenario 5 (Fig.5.19) we see similariti¢Be taken trajectories. In case of the
300m version, the drifters follow the deeper part of thedjoorthward towards the estuary of the
Drammenfjord. As they approach the estuary they get addeotthe south, passing around the
western side of Langgya (Fig 1.2). While in the 800m versibae drifters approaches Langgya
from the opposite direction. In both cases the drifters gmdbeing advected ashore, and stay
trapped there for the duration of the run.

Finally, we arrive at scenario 6. For the 3rd run, we see tbtt model versions seem to resolve
a small eddy just south of the release location. All trajgetodisplay circular motion, but in
case of the 800m version we have a slightly larger spread.
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Figure 5.18: Lagrangian drifters trajectories for scemdrduring the 2nd run for a.) 300m- and
b.) 800m version. Each line represent the trajectory of glsinbagrangian drifter, and their color
coding changes with respect to the number of days spent kyrifer in the domain relative to

the release-time.
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Figure 5.19: Lagrangian drifters trajectories for scem&rduring the 1st run for a.) 300m- and
b.) 800m version. Each line represent the trajectory of glsinagrangian drifter, and their color
coding changes with respect to the number of days spent lgrifter in the domain relative to

the release-time.
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Figure 5.20: Lagrangian drifters trajectories for scamérduring the 3rd run for a.) 300m- and
b.) 800m version. Each line represent the trajectory of glsinbagrangian drifter, and their color
coding changes with respect to the number of days spent kyrifer in the domain relative to

the release-time.
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Chapter 6

Discussion

Based on the results in Chapter 5 we now ask;

1. How will the differences between the two grids affect tlagectories of particles, and

2. how will the difference in grid resolution be reflected e tenergy distribution?

6.1 Preliminary discussion

There are many papers on the subject of grid resolution areffiéct on the dynamics in ocean
models.Capet et al(2008a,b,c)Boning and Budicl{1992) andRged and Albretsef2010) all
discuss the topic. The latter is of special interest, sinc&olves simulations by several models
in the oceans just south for our model domain (northern gaheoNorth Sea and Skagerrak). In
this paper the authors showed that a version of the ROMS nvattell.5km spatial resolution,
was able to capture much of the mesoscale dynamics in the area

The trend in these papers and similar ones are clear. Witlréinsition from a coarse to a
higher resolution model, comes a transfer in the energyiloligion from potential- (PE) to ki-
netic energy (KE)GIll et al. (1974) showed that this was associated with an increase oniaim
of baroclinic instabilities in higher resolution model. &bmaller eddies allowed for by higher
resolution was found to enhance the energy transfer, bpgakvailable PE from the mean flow
and converting it to KE. These eddies tend to evolve in thslons of their bigger mesoscale
brethren, and are typically smaller in both spatial and @malscales. However, the conclusions
from the above papers are all based on experiments made @atser ocean models, in com-
bination with a less complex coastal geometry, and henegstmesoscale eddies rather than
submesoscale eddies as studied here.

We know that the vast majority of the KE resides in the biggales (mesoscale and upwards).
This implies that the increase in KE for two models of differeesolution, is expected, but not to
be of the dramatic due to the submesoscale nature of theseddiés is again dependent on the
inherent amount of sub- and mesoscale features associdtethes model version in question.
Our own verification run (Chap.4.4) showed signs of some ste features in the southern
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part of the basin, but outside these areas only exhibitedadlismmean current, indicating low
KE these areas. This mean that the additional submesosititsenherent in the 300m version
contain a relatively larger portion of the KE, yielding tlais the most energetic version. There
is however an important point that complicates the invasiogn. The 800m grid is the “victim”
of extensive smoothing (Chap.4.1), and that is the in anldito its inability to resolve some
smaller island in the middle of the fjord. As a result of tHig 800m version might be able to
yield submesoscale eddies over a larger portion of the,fjehich in some cases could lead to a
more energetic 800m version.

The southern area of the basin is the deepest and most ozemangr domain. We know form
Chapter 2.2 that the Rossby radius of deformation is apprately the same for the entire fjord
(5-10km), but restraints placed by topography and bathgymethibits the creation of mesoscale
eddies inside the fjord. This can be seen clearly in Figuré$%, where the regions inside the
Oslofjord only display sub-mesoscale features.

Another perspective is the effects of islands in the modeha@ia. Dong and McWilliams
(2007) concluded that islands could induce so-called éslaakes, induced by currents and/or
winds. The design of these features would be heavily inftlbtethe geometry of the particular
island in question, and hence the effect changing betweemnhs. They also found wakes
when experimenting with “sunken” island. Here the islanthie domain was replaced by water,
50m deep. The wakes are associated with an increased wdemstrophy, and hence also the
EKE. The 300m version grid is riddled with both large and dnsénds, and hence has a high
potential for islands wakes. The 800m version grid on thermoland is more scarcely populated
with respect to islands, making for a notably lower potdnii&ae higher resolution in the 300m
version could also be an important factor here, as this Waiafor the creation of smaller sub-
mesoscale eddies. Note that this effect could also be irmpoaround the sill just south-west of
Hvaler in the 300m version grid.

6.2 Developmentin energy

6.2.1 Spin-up

Panel c. of Figure 5.2 shows the KE for the first 120 hours aftat of simulation for both model
versions. This could be a useful tool with respect to ingading whether a spin up period was
required prior to the simulation for the 300m version. Inifidd to stem from a very similar
model (Chap.3.2), the resolution of the 800m version eqnalsof the initial conditions. This
means that it is unlikely that a spin-up period is requiredtifias version. Still it is included in
the figure for comparison.

The graph shows that a spin-up time spanning over 1 day is&uififor both versions (Note that
the horizontal axis is in hours), a shorter time-span tharBtHays initially assumed (Chap.5.1).
Since the redistribution of momentum is done relative f8§ indicate that the differences in
KE between the versions are more locally confined. An assomgitat could be verified via the
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similarities between the versions in Figures 5.4-5.6.

6.2.2 Discussion

We start by looking at the main KE energy budgets (Fig.53)-9n Chapter 5.2 we emphasized
on the difference in TKE for the time period around day 137oking at figure 5.3, we see that
the difference in TKE is mainly consisting of EKE. Indicagithat a high amount of short lived
eddies in the 800m version, is to blame for the differencésisTwe compare the EKE of the two
different versions via Figures 5.6 and 5.7. Figure 5.6 shtbeyearly mean EKE, and Figure 5.7
just the period were we had the extraordinary EKE valuesqd®p-140). During this period,
the 800m version shows a large increase in EKE, and the bulkeohcrease is situated in the
southern region. The smoothing procedure discussed int@hég, has left the 800m grid with
an almost flat ocean floor in the southern part of the basinbliait to support relative large
eddies over the whole southern region. However, this ishetase for the 300m grid, were we
find a sill just to the east of the deeper part of the channgl4FL and Chap.5.2). Approaching
the sill the depth decreases rapidly, going from over 30@&pjoroximately 35 meters over the
horizontal span of a few kilometers. The 800m grid cannopsugsuch steep gradient due to the
r-value (Chap. 2.1 and 4.1) of the grid getting to large, anmetbends up being 3 times deeper(!)
in this region. The final result can be seen as the enclavenoEKE in the southern part of the
basin for the 300m version (Fig.5.6). A result going a lonywaexplaining the relative small
differences between the TKE in the two versions, while alglighting the importance of
bathymetry.

But why does this phenomena occur?
Figure 5.8 show the wind speed at Ferder 1.2, and we see #hwainlds recorded around day 137
are small. However, this is not necessary the case for thesmmthe North Sea and Skagerrak.
Strong southerlies in the North Sea/Skagerrak region plyssiduce boundary currents increas-
ing the current speed around Ferder (Fig.1.2). This coultheéeause of the high TKE levels,
despite of the low local winds. Another possible explarmatould be strong currents originating
from the Baltic Sea.

In Figure 5.7 the 300m version shows pockets of confined EKB&vfing the deep channel in
the middle of the fjord. These pockets could actually bendhlaakes, induced by nearby islands
or coast formations. The effect is most pronounced in therB8@€rsion, which is natural as this
version have the higher resolution and employ the more cexgid. The best example can be
seen in Figure 5.7, west of the island Missingen (Fig.113)estigating Figure 5.9 looking at the
surface energies at the location just north of Missingensaehigh EKE values at the surface
on several occasions. However, we see no sign of a transfarEBKE to MKE associated, with
an island wake. Meanwhile, it is possible that the transibocurs further to the south, as the
mean currents are stronger there (Fig.5.5). Looking atdinests arriving via the southeastern
boundary (Fig.5.5-5.6), in combination with the ruggedstabfeatures around Hvaler. It seems
likely that such wakes could be formed. In addition do theaedold several rivers. The fluxes
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associated with these could increase the stratificatisnltreg in more local baroclinic instabil-
ities.

The mentioned concept of “sunken island3bng and McWilliamg2007), could also apply
to the sill present in the 300m version grid. Looking at EKEhe areas surrounding the sill
(Fig.5.6), it seems like nearby eddies are strengthenethdgitls presence in the 300m grid.
This may be caused by the velocity shear induced by the slisyimetry. The shear will in-
creased the vorticity in the region, causing a local tramsifrom MKE to EKE. A theory that
fits well with observations made in Figure 5.5-5.6.

Our conclusion from this discussion, will be that an inceeabthe grid resolution is found
to have three main effects on the KE in an ocean model.

e Increase in skill in the representation of bathymetry arastal irregularities. The removal
of the sill west of Hvaler from the 800m grid, was found to gieig impacts on the energy
budgets. In addition, the more pronounced deep channeingiatong the middle of the
fijord in the 300m grid, was also found to impact the size arméfion of the eddies. In
addition, we found traces of island wakes, especially ir3®@m version.

e Increase in the models ability to resolve smaller scaleesjdio called submesoscale ed-
dies. We expected an notable increase in KE associated atlransition between the
800m and 300m model versions. However, the observed irengas small, due the ed-
dies being submesoscale. This effect is still importaritpboibably more significant when
doing simulations in more open ocean areas, where the adalteddies are mesoscale
eddies. FronGill et al. (1974) we know that such eddies are a very important source of
EKE.

e Sharper more confined eddy structures. A natural resulteiritreased resolution. The
enhanced resolution enables sharper representatiorierkiit scalar features, as the model
now has more spatial grid cells.

6.3 Particle trajectories
From the observation made in 5.4 we split the fjord into twoesate regimes;

e Regime 1: Is related to open ocean areas. The predictedtoags from both model
versions showed many similarities in the these regionsefjtrd. This was found to be
caused by the relative small differences between the mouis gegarding bathymetry and
coastal geometry associated with these regions. The lacgasftal features, ensured that
both models were able to resolve the governing dynamicdjrigao trajectories resem-
bling each other.
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e Regime 2: Is related to in fjord areas. Here the drifter moi®highly influated by the
irregular coastal geometry. The 300m grid is associated avthigh amount of “rugged”
coastal features, and it is expected that these will makéstaatial impact on the particle
trajectories in these areas. The 800m grid is more scarogylpted with these features,
and this will cause differences between the two model vassidhe 300m version also has
a higher potential for development and supporting subnuadesddies as we approach the
more shallow coastal waters.

This distinction can explain much of the particle movemeset seen in the trajectory plots
(Fig.5.12-5.20).

We start with Figures 5.12-5.13. In 5.12 we are in a regimduason. Here the drifters stay
in the deep waters, feeling little effect of the coast. Théeths stay collected in both scenarios,
and show similarities in the trajectories taken.

Figure 5.13 is different. The drifters start in regime 1 wsteut as they approach Tjgme
(Fig.1.2) the trajectories start diverging. Indicating importance of the enhanced coastal ge-
ometry, with respect to local currents.

Moving to scenario 2 (Fig.5.14). The figure is covering dgss prior to the extraordinary
high EKE values. Looking at the taken trajectories we caartjesee traces of the eddy patterns
seen in Figure 5.7, as the drifters in case of the 300m vee®m@advected around the sill. The
800m grid contain no such feature, and hence the drifteremgft over the fjord. We also note
that the trajectories is only showing a small spread, eafigevhen in the more open areas.
Figure 5.15 is showing another interesting property. Tagttories start out equal, but we soon
note movement indicating small scales eddies in the 300siarerThis could be the product of
island wakes produced as the currents are forced betwe¢ar®gsaind the small island to the
west of Hvaler. We mentioned in the energy discussion (Ghaphow the partial confinement
of an ocean current could create a shear, leading to baioitistabilities. Leading to an increase
in EKE in the expense of MKE.

The Figures regarding scenario 3 both underline the impoetaf more realistic coastal ge-
ometry. For run 1 (Fig.5.16) we see that the assumptiongdegavariations in the dynamics
of the region is correct (Chap.4.2 and 4.3). In both versibestrajectories go ashore at the
island of Asmalgy (Fig.1.2), but after this the versionddsediverging patterns. In the 300m
version the floats drift eastward, exiting the archipelagdhe southeastern route. In contrast,
the drifters in the 800m version exit via the “opened” westenannel (Chap.4.2). This shows
how a seemingly non-viable trajectory route can get relesarwe reduce the coastal geometry
in the model grid.

For run 3 (Fig.5.17) we again notice differences in the tt@ees taken by our drifters. The
point source of the river flux is a single grid-cell, causihg flux in the 800m version to be
wider and weaker than the one in the 300m version. The estididg river Glomma (Chap.4.3)
is placed just north from the release point. The differemceesolution and facing of the river
outflow, is a likely reason for why the drifters is advectechgn the 800m version, while being
seemingly unaffected in the 300 meter version. In additiba,300 meter grid has three small
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6.3 Particle trajectories Discussion

islands between the estuary and the release-point. THaselsscould act as a natural barrier,
preventing the river induced current to reach the driftagsin understating the effect of coastal
geometry.

For Figure 5.18 we note that the two versions show complgtesife current patterns. From
Figures 5.8-5.11 we see that the Oslofjord is very low in gynet this time. As a result the
800m version is unable to resolve any mean current, posskgiaining the different direction
of the trajectories. The relative high EKE and MKE around BI{&g.1.2) for the 300m version
(Fig.5.9), is also displayed by the drifters. In the form dlight trajectory spread (EKE) and a
mean southward motion (MKE).

For Figure 5.19 the trajectories start out even in both wessibut as the drifters approach

the coastal waters they start diverging. In both cases tifterdrmove west towards Langgya
(Fig.1.2). The 300m version yield trajectories to the natid around the island, while the
drifters in the 800m version passes to the south. After pgsgie island the particles drift
ashore, but the amount of time spent here is vastly diffdvetween the versions. Some of the
particles in the 300m version break lose and move north wsva@relvik (Chap.4.2) after a few
days, while the drifters in the 800m version is strandedHerfull duration of the run.
That the drifters diverge in the area around Langgya isesterg. In Chapter 4.2 we examined
the area around Svelvik, where we have big differences leatwee model grids. The the 800m
version produced a southern mean surface current the ardahis could result in the floats
being advected further south in this version.

For scenario 6 (Fig.5.20), we see resemblance betweergjleettries produced by the two
versions in the area. Both model versions are able to resomall sub-mesoscale eddy near
the release point. The higher resolution enables the 300sioveto capture more of a mean
current in the area. Since models grid is quite similar is tegion, the 300m versions has the
least spread in the trajectories.

We draw the following conclusion:

e It is not the effect of grid resolution itself that is of mostportance for simulations the
fiord, but rather the implications it brings in the form ofremced bathymetry and coastal
geometry.

e With increasing complexity of the coastline, follows a kargpread in the particle trajec-
tories. This is of course also dependent on the size of themisrin the region.

e The more defined eddy patters in the 300m version (Fig.5.bause the trajectories to
be more sensitive towards perturbations.
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Chapter 7

Summary and final remarks

We examines the effect of grid resolution in a fjord, with amphasis on current patterns, particle
trajectories, and developments in kinetic energy (KE).

An increase in grid resolution is found to have two main affec
e Increased skill in representing bathymetry and coastaigéy including islands

¢ Increased ability to resolve smaller scale eddies, pdaticubmesoscale eddies resulting
in a sharper and more confined representation.

For simulations in coastal regions the first effect is prestito be largest, an assumption
that agrees well with our findings. We found that the bathyyneherent in the 300m grid, has a
somewhat obstructing effect on eddy generation. Thus theoease in KE associated with the
transition to higher resolution version to be small (Fig)5A smoothing procedure performed
on the 800m grid prior to the simulation, removed many of tathpmetric features from the
model grid. This includes the sill just west of Hvaler, and tteep channel running along the
center of the fjord (Fig.4.2-4.1). As a result, the 800m M@ravas able to support substantial
eddies over a larger portion of the fjord, explaining the kdifierences in KE. The inclusion of
additional islands in open sea areas was found to be obs#udot mesoscale eddy generation,
adding further to the unexpectedly small increase in KEiaféitl with the amplified resolution.
However, features like island or rugged coastlines were sisspected to cause island wakes.
This was seen as an increase in eddy activity in the centealsaof the fjord, which took the
form as small pockets of high EKE (Fig.5.4-5.6). Particiyléine 300m version displayed these
features, because of the higher grid resolution and morelsontoastal geometry representa-
tion.

We find a correlation between the atmospheric winds and thmuatrof KE in the inner part
of the fjord in both versions, agreeing with the consensus(Cl) regarding the currents in the
Oslofjord.
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Summary and final remarks

Our results show a correlation in the behavior of particettories with respect to the
location in the model grid, and based on this we defined twarsgp regimes, for short just
called regime 1 and 2.

e Regime 1: Is related to open ocean areas; the predictedttvags from both model ver-
sions showed many similarities in the these regions of thelfj This was found to be
caused by the relative small differences between the matt#s gegarding bathymetry
and coastal geometry associated with these region. Theofaobastal features, ensured
that both models were able to resolve the governing dynangading to the resembling
trajectories (Fig.5.12).

e Regime 2: Is related to in fjord areas. Here we find a largeaspoé the particle trajec-
tories. Here the difference between the grids regardinigyioa¢try and coastal geometry,
resulted in a more arbitrary trajectory behavior. This, borad with the 300m versions
enhanced ability in supporting submesoscale eddies, waslfto be the cause of the di-
verging trajectories (Fig.5.15).

Both the 300m- and the 800m version exhibit the largest dievia in the particle trajectories
in the Hvaler region. This was found to be caused by the pnoced local differences in the
bathymetry and coastal geometry, combined with the strarifjow from the river Glomma
(Fig.5.16-5.17). The “opening” of the western channel | 80m grid (chap.4.2) is also a key
factor in creating the local differences, thus stressiegitiportance of the coastal geometry.
The trajectories in 300m version were also found to be moseeqtible to perturbations. This
is a natural result by the latter of the listed effects, as thodel version exhibit more confined
eddies than the 800m version (Fig.5.4).

So what have we learned? We already knew that performing hsodelations in coastal
regions places strict requirements on the models. In thedaottion (Chap.1) we mentioned the
two key factors in (ocean) weather forecasting; the ing@iditions, and model skill. We have
seen how an increase in the horizontal grid resolution of@an model will allow for a more
realistic bathymetry and coastal geometry, while also cedpther-value (chap.2.1)(smoothing
factor). All this can be deemed as an increase in the modi) sésulting in a statistically
improved forecast.

Note that we have no data enabling us to validate the perfocenaf our two model versions, but
based on the theorems of Bjerknes, we assume that the reeuitthe 300m version are closest
to the real values.

The implications, though generally well know, from thisdglare many. A natural continuation
of this work should consist off:

e Quantifying the actual increase in forecast skill with msto grid resolution. For trajec-
tories this could be done via the use of drifting buoys, fitketh an GPS transmitter. The
real trajectories received from this could then be usedlidate model result for the same
time period.
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Summary and final remarks

e Examine vorticity/enstrophy for the region. Following Irettracks oDong and McWilliams
(2007). This could be used to investigate the effect of haakes in the fjord.

e Testing for sensitivity with respect to perturbation. Thauld be done via reproducing
this experiment, but use Lagrangian drifters perturbegbacs.

e Use of ensemble simulations. These are growing in populantl are getting more com-
mon, especially in weather forecasting. Having an ensembt®oarse models like our
800m version will probably have little value, but experirtseewith an ensemble of models
ranging around our 300m version compared against an evaerrigsolution model might
be interesting.

e A more dynamic model grid. Our 800m version presumable peréal satisfactory in the
open areas in the fjord, implying that such resolution miggsufficient here. Same skill
simulation in complex region like Hvaler, would probablyjuére a resolution in the range
of 75 meters. This points toward a more dynamic model gridrasmimal choice for
simulations in the Oslofjord. Example of such could be climear- or triangular grids.
An interesting prospect would be a regional curvelinear ehodith nested smaller local
triangular models for complex areas like Hvaler. This woelgure a model with near
ideal coastal geometry combined with an efficient use of agerpower.

67



Appendix A

Appendix |

A.1l ROMS parameters

Table A.1 shows ROMS parameters with a short explanatiore tho theta terms is used to
tweak the vertical distribution of the-layers for optimal performance, depending on what phe-
nomena one want to investigate. For further documentatiengader is referred to the ROMS
community home pagéttp://www.myroms.org)

Name| Value | Info

Vtransform| 2 Transformation equation used
Vstretching| 1 | Streching function used
Nvert| 35 | No. of vertical levels
theta_s| 6.0 | S-coordinate surface control parameter (0 < theta_s < 20)
theta_b| 0.1 | S-coordinate bottom control parameter (0 < theta_b < 1)
Tcline | 30.0 | Width (m) of surface or bottom boundary layer

Table A.1: ROMS spesific parameters.
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A.2 ROMS module list

A.2 ROMS module list

Following is a list of modules used in both model setups.

ADD_FSOBC
ADD_M20BC
ALBEDO
ATM_PRESS
ANA_BSFLUX
ANA_BTFLUX
ANA_SRFLUX
ASSUMED_SHAPE
AVERAGES
BULK_FLUXES
COOL_SKIN
CURVGRID
DJ_GRADPS
DOUBLE_PRECISION
EAST_FSCHAPMAN
EAST_M2FLATHER
EAST_M3NUDGING
EAST_M3RADIATION
EAST_TNUDGING
EAST_TRADIATION
EMINUSP
FLOATS
GLS_MIXING
ICE_ADVECT
ICE_BULK_FLUXES
ICE_EVP
ICE_MK
ICE_MODEL
ICE_MOMENTUM
ICE_SMOLAR
ICE_THERMO
LONGWAVE
M3CLIMATOLOGY
MASKING
MIX_S_TS
MIX_S_UV
MPI
NONLINEAR
NONLIN_EOS
NORTH_FSCHAPMAN

Adding tidal elevation to proccesed OBC data
Adding tidal currents to proccesed OBC data
Shortwave radiation from albedo equation
Impose atmospheric pressure onto sea surface
Analytical kinematic bottom salinity flux
Analytical kinematic bottom temperature flux
Analytical kinematic shortwave radiation flux
Using assumed-shape arrays

Writing out time-averaged nonlinear model fields
Surface bulk fluxes parametererization

Surface cool skin correction

Orthogonal curvilinear grid

Parabolic Splines density Jacobian (Shchepetkin, 2002
Double precision arithmetic

Eastern edge, free-surface, Chapman condition
Eastern edge, 2D momentum, Flather condition
Eastern edge, 3D momentum, passive/active outflow/in
Eastern edge, 3D momentum, radiation condition
Eastern edge, tracers, passive/active outflow/inflow
Eastern edge, tracers, radiation condition
Compute Salt Flux using E-P

Simulated Lagrangian drifters

Generic Length-Scale turbulence closure
Advection of ice tracers

Ice bulk fluxes from the atmosphere
Elastic-viscous-plastic ice rheology
Mellor-Kantha ice thermodynamics

Include sea ice model

Compute ice momentum equations

Advect ice tracers with MPDATA scheme

Include ice thermodynamics

Compute net longwave radiation internally
Processing 3D momentum climatology data
Land/Sea masking

Mixing of tracers along constant S-surfaces
Mixing of momentum along constant S-surfaces
MPI distributed-memory configuration

Nonlinear Model

Nonlinear Equation of State for seawater
Northern edge, free-surface, Chapman condition

flow

69



A.2 ROMS module list

Appendix |

NORTH_M2FLATHER
NORTH_M3NUDGING
NORTH_M3RADIATION
NORTH_TNUDGING
NORTH_TRADIATION
N2S2_HORAVG
POWER_LAW
PROFILE
K_GSCHEME
RAMP_TIDES
RST_SINGLE
SALINITY
SOLAR_SOURCE
SOLVE3D
SOUTH_FSCHAPMAN
SOUTH_M2FLATHER
SOUTH_M3NUDGING
SOUTH_M3RADIATION
SOUTH_TNUDGING
SOUTH_TRADIATION
SSH_TIDES
STATIONS
STATIONS_CGRID
TCLIMATOLOGY
TCLM_NUDGING
TS_U3HADVECTION
TS_C4VADVECTION
TS_DIF2
TS_PSOURCE
UV_ADV
UV_COR
UV_U3HADVECTION
UV_C4VADVECTION
UV_QDRAG
UV_PSOURCE
UV_TIDES
UV_VIS2
VAR_RHO_ 2D
WEST_FSCHAPMAN
WEST_M2FLATHER
WEST_M3NUDGING
WEST_M3RADIATION
WEST_TNUDGING
WEST_TRADIATION

Northern edge, 2D momentum, Flather condition J
Northern edge, 3D momentum, passive/active outflow/in
Northern edge, 3D momentum, radiation condition
Northern edge, tracers, passive/active outflow/inflow
Northern edge, tracers, radiation condition

Horizontal smoothing of buoyancy and shear
Power-law shape time-averaging barotropic filter

Time profiling activated

Third-order upstream advection of TKE fields

Ramping tidal forcing for one day

Single precision fields in restart NetCDF file

Using salinity

Solar Radiation Source Term

Solving 3D Primitive Equations

Southern edge, free-surface, Chapman condition
Southern edge, 2D momentum, Flather condition
Southern edge, 3D momentum, passive/active outflow/in
Southern edge, 3D momentum, radiation condition
Southern edge, tracers, passive/active outflow/inflow
Southern edge, tracers, radiation condition

Add tidal elevation to SSH climatology

Writing out station data

Extracting station data at native C-grid locations
Processing tracer climatology data

Nudging toward tracer climatology

Third-order upstream horizontal advection of tracers
Fourth-order centered vertical advection of tracers
Harmonic mixing of tracers

Tracers point sources and sinks

Advection of momentum

Coriolis term

Third-order upstream horizontal advection of 3D moment
Fourth-order centered vertical advection of momentum
Quadratic bottom stress

Mass point sources and sinks

Add tidal currents to 2D momentum climatologies
Harmonic mixing of momentum

Variable density barotropic mode

Western edge, free-surface, Chapman condition
Western edge, 2D momentum, Flather condition
Western edge, 3D momentum, passive/active outflow/infl
Western edge, 3D momentum, radiation condition
Western edge, tracers, passive/active outflow/inflow

low

flow

um

Western edge, tracers, radiation condition
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Appendix I

B.1 Harmonic analysis

Here follows the harmonic analysis of the tides for perioodgecing run 1 and 3 (Tab.5.3). The
analysis is done at the location in our grids which coincigil Viker measuring station, placed
outside Hvaler. Looking at the plots, the reader should tiatein run 1 the tidal constituent, ;

is on the same scale as thé component. This factor should be small compared to the bigge
contributors in the tidal budget, but this is not the case hérhy?

Let us start with elaborating around thA component. The Moon takes 27 days and 7 hours
to complete one orbit around the Earth. Since the Earth meneesd the Sun, it takes somewhat
longer time for the Moon to make one orbit around the Earthtnes to the Sun. The time for
the Moon to fulfill one such cycle is 29 days and 12 hours, ans!fitom this feature thé/,,
component stems.

The key thing to notice here is the period of thg; component, which is half of the mentioned
cycle (14 days and 18 hours). Looking at the plot for oceaghtgand then especially for figures
(B.1-B.2) where the\/,; is largest, we can see variations with a period of around $4.dEhis is
most probably just the variations in the ocean weatherjisahappens to change over the same
period as thél/,;. The harmonic analysis recognizes the fluctuations agfhebecause of the
similarities in the period, and hence we end up with this pacuesult. If we compare figure
B.5 to the fluctuations in sea levels during the differensiwme can see clear correlations. If the
sea level pressure where to increase as in the beginningdf,rthe ocean naturally responds
with a lower sea height and vice versa. Of course this cdroel@omes as no surprise, but it is
always good to see that the model respond in a physical ¢eaddyy to changes in the forcing.
The tidal variations at Viker measuring station should lmeiad 12cm.
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o Size of tidal constituents in the 300m setup for runl
F T T

Analyzed lines with 95% significance level
_ Significant Constituents
:goQ §§‘/ Insignificant Constituents

95% Significance Level

Amplitude (m)

(o] 0.05 0.1 0.15 O 0.3 0.35 0.4 0.45 0.5
frequency (cph)

300m sea height for runl

a. ‘Original Time series
Tidal prediction from Analysis
Original time series minus Prediction

Elevation (m)

Days after start of runl

Figure B.1: Harmonic analysis at Viker for the 300 meter geturing the time span covering

run 1 (11.Feb - 11.Mar 2011). Plot a) shows the sea elevadiwhplot b) shows the size of the
different tidal constituents.
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o Size of tidal constituents in the 800m setup for runl
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Analyzed lines with 95% significance level
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Figure B.2: Harmonic analysis at Viker for the 800 meter geturing the time span covering

run 1 (11.Feb - 11.Mar 2011). Plot a) shows the sea elevadiwhplot b) shows the size of the
different tidal constituents.
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Appendix II
o Size of tidal constituents in the 300m setup for run3
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Figure B.3: Harmonic analysis at Viker for the 800 meter geturing the time span covering
run 3 (11.Aug - 9.Sept 2011). Plot a) shows the sea elevadiwhplot b) shows the size of the

different tidal constituents.
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o Size of tidal constituents in the 800m setup for run3

Analyzed lines with 95% significance level
Significant Constituents
Insignificant Constituents

95% Significance Level

Amplitude (m)

i calin
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a. Original Time series
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Figure B.4: Harmonic analysis at Viker for the 800 meter geturing the time span covering

run 3 (11.Aug - 9.Sept 2011). Plot a) shows the sea elevadiwhplot b) shows the size of the
different tidal constituents.
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Sea level Pressure during the simulations
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Figure B.5: The sea level pressure at Viker during all 3 runs.
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